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Question: What is the maximum number of equiangular lines in $\mathbb{R}^{d}$ ?

Earliest work:
Haantjes, Seidel 47-48
For $d=2,3$ Greeks?
Blumenthal 49
Van Lint, Seidel 66
Lemmens, Seidel 73
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Theorem (B., Dräxler, Keevash, Sudakov): For fixed $\alpha$ and sufficiently large $d$, the maximum number of equiangular lines in $\mathbb{R}^{d}$ is

$$
\left\{\begin{array}{l}
=2 d-2 \text { if } \alpha \text { is } 1 / 3 \\
\leq 1.93 d \text { otherwise. }
\end{array}\right.
$$
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Now project the vectors of $X$ onto the orthogonal complement of the span of the vectors of $Y$.


$$
\begin{aligned}
\alpha & \rightarrow \epsilon \\
-\alpha & \rightarrow \frac{-2 \alpha}{1-\alpha}(1-\epsilon)+\epsilon
\end{aligned}
$$

Dot products become
Now consider the Gram matrix $M$ of these new vectors.
Most of the dot products are $\epsilon$, so $M$ is "close" to the identity. Lemma (Schnirelmann 30 / Bellman 60 / Alon '09... ):
For any symmetric matrix $M$ with rank $d, \operatorname{tr}(M)^{2} \leq d \operatorname{tr}\left(M^{2}\right)$.
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and hence $f_{1}, \ldots, f_{n}$ are linearly independent.
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## DONE

